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Quickstart

See http://sw-amt.ws/README-Satoku.html for an explanation of the satoku matrix.

To get started load satoku.el:

Press C-x C-e at end of the following expression:

(load-file "satoku.el")

or press:

M-x load-file RET satoku.el RET

Then execute the command satoku-insert-matrix:

M-x satoku-insert-matrix RET

Which will give you a Satoku matrix with a single clause sub-matrix:

// | || S|| 0| 0|| 1 1 1 |
// +----++----++---+----++-------+
// +-----+----++---+----++-------+
// | | 0|| | || 1 * * |
// | | 1|| | || * 1 * |
// | | 2|| | || * * 1 |
// +-----+----++---+----++-------+
// |:info:| move point inside and press `C-u M-x satoku-mode RET'

Position point somewhere inside the matrix and execute:

C-u M-x satoku-mode RET

This constrains your cursor movements to the matrix and assigns special commands to certain keys. (Note: Outside
the matrix, the keys work as usual).

Press ? for help.

Some commands are prefix commands (e.g. g). Press ? after the prefix command to get help.

To extend the matrix with another 3x3 clause sub-matrix, press C-u 3 > >:

// | || S|| 0| 0|| 1 1 1 | 1 1 1 |
// +----++----++---+----++-------+-------+
// +-----+----++---+----++-------+-------+
// | | 0|| | || 1 * * | _ _ _ |
// | | 1|| | || * 1 * | _ _ _ |
// | | 2|| | || * * 1 | _ _ _ |
// +-----+----++---+----++-------+-------+
// | | 3|| | || _ _ _ | 1 * * |
// | | 4|| | || _ _ _ | * 1 * |
// | | 5|| | || _ _ _ | * * 1 |
// +-----+----++---+----++-------+-------+
// |:info:| move point inside and press `C-u M-x satoku-mode RET'

Press > > to get a separator line:

// | || S|| 0| 0|| 1 1 1 | 1 1 1 ||
// +----++----++---+----++-------+-------++
// +-----+----++---+----++-------+-------++
// | | 0|| | || 1 * * | _ _ _ ||
// | | 1|| | || * 1 * | _ _ _ ||
// | | 2|| | || * * 1 | _ _ _ ||
// +-----+----++---+----++-------+-------++
// | | 3|| | || _ _ _ | 1 * * ||
// | | 4|| | || _ _ _ | * 1 * ||
// | | 5|| | || _ _ _ | * * 1 ||

(continues on next page)
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(continued from previous page)

// +-----+----++---+----++-------+-------++
// +-----+----++---+----++-------+-------++
// |:info:| move point inside and press `C-u M-x satoku-mode RET'

Press C-u 2 > > to get a 2x2 clause sub-matrix, repeat, and repeat again (hint: you can use keyboard macros).

Normal keys are disabled inside the matrix (but not the legend), use 0 to mark selection conflicts, - to clear a cell.
(Mirror cells are automatically changed accordingly.)

Do not use 1 to mark required selections. Exclude all other selections with 0 instead:

// | || S|| 0| 0|| 1 1 1 | 1 1 1 || 1 1 | 1 1 | 1 1 |
// +----++----++---+----++-------+-------++-----+-----+-----+
// +-----+----++---+----++-------+-------++-----+-----+-----+
// | | 0|| | || 1 * * | 0 _ _ || _ 0 | _ _ | _ _ |
// | | 1|| | || * 1 * | _ _ 0 || _ _ | _ _ | _ _ |
// | | 2|| | || * * 1 | _ _ 0 || _ _ | _ _ | _ _ |
// +-----+----++---+----++-------+-------++-----+-----+-----+
// | | 3|| | || 0 _ _ | 1 * * || 0 _ | _ _ | _ _ |
// | | 4|| | || _ _ _ | * 1 * || _ _ | _ _ | _ _ |
// | | 5|| | || _ 0 0 | * * 1 || _ _ | _ _ | _ _ |
// +-----+----++---+----++-------+-------++-----+-----+-----+
// +-----+----++---+----++-------+-------++-----+-----+-----+
// | | 6|| | || _ _ _ | 0 _ _ || 1 * | _ _ | _ _ | a
// | | 7|| | || 0 _ _ | _ _ _ || * 1 | _ _ | _ _ | ¬a
// +-----+----++---+----++-------+-------++-----+-----+-----+
// | | 8|| | || _ _ _ | _ _ _ || _ _ | 1 * | _ _ | b
// | | 9|| | || _ _ _ | _ _ _ || _ _ | * 1 | _ _ | ¬b
// +-----+----++---+----++-------+-------++-----+-----+-----+
// | | 10|| | || _ _ _ | _ _ _ || _ _ | _ _ | 1 * | c
// | | 11|| | || _ _ _ | _ _ _ || _ _ | _ _ | * 1 | ¬c
// +-----+----++---+----++-------+-------++-----+-----+-----+
// |:info:| move point inside and press `C-u M-x satoku-mode RET'

Then press r u to run the requirements update algorithm, which detects and fills in the hard one requirements.

If you did use 1 and are no longer sure, whether the matrix conditions are proper, press r c to clear all hard one
requirements. Then press r u to run the requirements update algorithm.

// | || S|| 0| 0|| 1 1 1 | 1 1 1 || 1 1 | 1 1 | 1 1 |
// +----++----++---+----++-------+-------++-----+-----+-----+
// +-----+----++---+----++-------+-------++-----+-----+-----+
// | | 0|| | || 1 * * | 0 _ _ || 1 0 | _ _ | _ _ |
// | | 1|| | || * 1 * | _ _ 0 || _ _ | _ _ | _ _ |
// | | 2|| | || * * 1 | _ _ 0 || _ _ | _ _ | _ _ |
// +-----+----++---+----++-------+-------++-----+-----+-----+
// | | 3|| | || 0 _ _ | 1 * * || 0 1 | _ _ | _ _ |
// | | 4|| | || _ _ _ | * 1 * || _ _ | _ _ | _ _ |
// | | 5|| | || 1 0 0 | * * 1 || 1 0 | _ _ | _ _ |
// +-----+----++---+----++-------+-------++-----+-----+-----+
// +-----+----++---+----++-------+-------++-----+-----+-----+
// | | 6|| | || _ _ _ | 0 _ _ || 1 * | _ _ | _ _ | a
// | | 7|| | || 0 _ _ | _ _ 0 || * 1 | _ _ | _ _ | ¬a
// +-----+----++---+----++-------+-------++-----+-----+-----+
// | | 8|| | || _ _ _ | _ _ _ || _ _ | 1 * | _ _ | b
// | | 9|| | || _ _ _ | _ _ _ || _ _ | * 1 | _ _ | ¬b
// +-----+----++---+----++-------+-------++-----+-----+-----+
// | | 10|| | || _ _ _ | _ _ _ || _ _ | _ _ | 1 * | c
// | | 11|| | || _ _ _ | _ _ _ || _ _ | _ _ | * 1 | ¬c
// +-----+----++---+----++-------+-------++-----+-----+-----+
// |:info:| move point inside and press `C-u M-x satoku-mode RET'
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CHAPTER

TWO

BIT COUNTER

A bit counter for 3 bits is presented as an example for determining the Blake normal form (sum of prime impli-
cants) of a logical formula in conjunctive normal form using the satoku matrix.

2.1 Truth Table

For 3 input bits 𝐴, 𝐵 and 𝐶, the outputs 𝑆0 and 𝑆1 shall reflect the number of 1 bits at the inputs as a binary
number, where 𝑆0 = 20 and 𝑆1 = 21 .

In table 2.1, the definitions for the logical functions of 𝑆0 and 𝑆1 are shown.

table 2.1: Truth table for bit counter
𝐴 𝐵 𝐶 𝑆1 𝑆0

0 0 0 0 0
0 0 1 0 1
0 1 0 0 1
0 1 1 1 0
1 0 0 0 1
1 0 1 1 0
1 1 0 1 0
1 1 1 1 1

2.2 Processing 𝑆0

The conjunctive normal form (CNF) for 𝑆0 is derived from truth table table 2.1 by constructing an implicate,
which is a disjunctive clause that becomes false for each of the inputs, when the output is false:

𝑆0 = ( 𝐴 ∨ 𝐵 ∨ 𝐶) ∧
( 𝐴 ∨ ¬𝐵 ∨ ¬𝐶) ∧
(¬𝐴 ∨ 𝐵 ∨ ¬𝐶) ∧
(¬𝐴 ∨ ¬𝐵 ∨ 𝐶)

(2.1)

Complementary Assignment (distributive expansion, multiplication) of (2.1) delivers a special disjunctive normal
form (DNF) containing all prime implicants called the Blake canonical form (BCF) for 𝑆0:

𝑆0 = (¬𝐴 ∧ ¬𝐵 ∧ 𝐶) ∨
(¬𝐴 ∧ 𝐵 ∧ ¬𝐶) ∨
( 𝐴 ∧ ¬𝐵 ∧ ¬𝐶) ∨
( 𝐴 ∧ 𝐵 ∧ 𝐶)

(2.2)

Complementary Assignment of BCF (2.2) delivers the set of prime implicates for 𝑆0:

𝑆0 = (¬𝐴 ∨ ¬𝐵 ∨ 𝐶)
(¬𝐴 ∨ 𝐵 ∨ ¬𝐶) ∧
( 𝐴 ∨ ¬𝐵 ∨ ¬𝐶) ∧
( 𝐴 ∨ 𝐵 ∨ 𝐶) ∧

(2.3)

2
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Adding a clause for each variable to (2.1) containing the variable and its negation delivers the extended CNF for
mapping to a satoku matrix:

𝑆0 = ( 𝐴 ∨ 𝐵 ∨ 𝐶) ∧
( 𝐴 ∨ ¬𝐵 ∨ ¬𝐶) ∧
(¬𝐴 ∨ 𝐵 ∨ ¬𝐶) ∧
(¬𝐴 ∨ ¬𝐵 ∨ 𝐶) ∧
( 𝐴 ∨ ¬𝐴) ∧
( 𝐵 ∨ ¬𝐵) ∧
( 𝐶 ∨ ¬𝐶)

(2.4)

2.2. Processing 𝑆0 3
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A satoku matrix S is based on an inverted symmetric adjacency matrix.

In figure 2.1 the satoku matrix S0 is mapped from the extended CNF formula (2.4) for 𝑆0, analogous to mapping
a SAT problem to an independent set problem [MOUNT2012], pp. 92.

The clauses are mapped to 𝑟000 . . . 𝑟323 , the variables are mapped to 𝑟404 . . . 𝑟616 , The region at 𝑟004 . . . 𝑟326
reflects the originally required variables for each input CNF.

figure 2.1: Satoku matrix* S0 for 𝑆0

Since state rows 𝑠00 and 𝑠10 are independent, because conflict relationship 𝑠0010
̸= 0 and conflict relationship

𝑠1000
̸= 0 and the relevant conflict subsequences 𝑟002 . . . 𝑟003 and 𝑟102 . . . 𝑟103 are equal, they can be joined by

making each other required, i.e setting conflict relationships 𝑠0011
:= 0, 𝑠0012

:= 0, which makes conflict rela-
tionship 𝑠0010

required, and setting conflict relationships 𝑠1001 := 0, 𝑠1002
:= 0, which makes conflict relationship

𝑠1000
required. (See figure 2.2).

figure 2.2: State rows 𝑠00 and 𝑠10 joined in S0

After consolidating the satoku matrix S0 by propagating the conflict relationships of required states, it presents
state rows 𝑠00 and 𝑠10 joined as shown in figure 2.3.

Additional consequences from the advance decision were detected during consolidation in state rows
𝑠01 , 𝑠02 , 𝑠11 , 𝑠12 .

This technique is an arbitrary (but not random!) advance decision to select a state when another state is selected
and vice versa. The decision has no consequence on the satisfiability of the problem, since both states are equal
at the time of the advance decision. Note, that these advance decisions can only be made in a consolidated satoku
matrix S. Therefore, it is not valid to join more than 2 states at a time.

Also note, that assignments to variables have no strong connection to selections from a clause. I.e., just because
one literal of a clause becomes true, it does not preclude any other literal of the clause becoming true. Further, the
advance decision does not affect the current global state of any variables.

4 Chapter 2. Bit Counter
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figure 2.3: State rows 𝑠00 and 𝑠10 joined and consolidated in S0

Since state rows 𝑠20 and 𝑠30 are independent and their relevant conflict subsequences are equal, they can be joined
by making each other required as shown in figure 2.4.

figure 2.4: State rows 𝑠20 and 𝑠30 joined in S0

2.2. Processing 𝑆0 5
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Conflict propagation during consolidation has affected the entire satoku matrix S0 as shown in figure 2.5. Cell
𝑐01 shows that all state rows from cell 𝑐11 are required and therefore cell matrix row 𝑐1 can be removed from the
satoku matrix. The same holds for cell row 𝑐3 based on the required conflict relationships in cell 𝑐23 .

figure 2.5: State rows 𝑠20 and 𝑠30 joined and consolidated in S0

In figure 2.6 the redundant cell matrix rows are removed.

Counting the possible conflict relationships in cell 𝑐01 reveals that merging both cell matrix rows 𝑐0 and 𝑐1 will
only result in a maximum of 4 state rows in cell matrix row 𝑐5.

Cells 𝑐50 and 𝑐51 have been prepared to require all combinations of state rows allowed by 𝑐01 .

figure 2.6: Redundancies removed from S0

6 Chapter 2. Bit Counter
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In figure 2.7 the cell matrix rows 𝑐0 and 𝑐1 have been merged and satoku matrix S0 reveals a set of implicants for
𝑆0 in cell matrix row 𝑐5 at range 𝑟502 . . . 𝑟534 . It is further possible to remove the cell matrix rows 𝑐0 and 𝑐1 from
satoku matrix S0 since they are fully absorbed by cells 𝑐50 and 𝑐51 . This results in a net decrease of the matrix
size. Finally, a state row permutation has been prepared in cell 𝑐65 .

figure 2.7: Cell matrix rows 𝑐0 and 𝑐1 merged in S0, implicants at range 𝑟502 . . . 𝑟534

In figure 2.8, cell matrix rows 𝑐′0 and 𝑐′1 have been removed from satoku matrix S0. Consolidation has generated
a state row permutation of cell matrix row 𝑐3 in cell matrix row 𝑐4. The set of conjuctions defined at range
𝑟400 . . . 𝑟432 is now identical to the BCF for 𝑆0 in (2.2).

figure 2.8: Cell matrix rows 𝑐′0 and 𝑐′1 removed, 𝑐3 permuted into 𝑐4, BCF at range 𝑟400 . . . 𝑟432 in S0

2.3 Processing 𝑆1

The conjunctive normal form (CNF) for 𝑆1 is derived from truth table table 2.1:

𝑆1 = ( 𝐴 ∨ 𝐵 ∨ 𝐶) ∧
( 𝐴 ∨ 𝐵 ∨ ¬𝐶) ∧
( 𝐴 ∨ ¬𝐵 ∨ 𝐶) ∧
(¬𝐴 ∨ 𝐵 ∨ 𝐶)

(2.5)

Complementary Assignment (distributive expansion, multiplication) of (2.5) delivers a special disjunctive normal
form (DNF) containing all prime implicants called the Blake canonical form (BCF) for 𝑆1:

𝑆1 = ( 𝐵 ∧ 𝐶) ∨
( 𝐴 ∧ 𝐶) ∨
( 𝐴 ∧ 𝐵)

(2.6)

2.3. Processing 𝑆1 7
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Complementary Assignment of BCF (2.6) delivers the set of prime implicates for 𝑆1:

𝑆1 = ( 𝐵 ∨ 𝐶) ∧
( 𝐴 ∨ 𝐶) ∧
( 𝐴 ∨ 𝐵)

(2.7)

Adding a clause for each variable to (2.5) containing the variable and its negation delivers the extended CNF for
mapping to a satoku matrix:

( 𝐴 ∨ 𝐵 ∨ 𝐶) ∧
( 𝐴 ∨ 𝐵 ∨ ¬𝐶) ∧
( 𝐴 ∨ ¬𝐵 ∨ 𝐶) ∧
(¬𝐴 ∨ 𝐵 ∨ 𝐶)
( 𝐴 ∨ ¬𝐴) ∧
( 𝐵 ∨ ¬𝐵) ∧
( 𝐶 ∨ ¬𝐶)

(2.8)

In figure 2.9 the satoku matrix S1 is mapped from the CNF formula (2.8) for 𝑆1.

figure 2.9: Satoku matrix S1 for 𝑆1

In figure 2.10, Cell row 𝑟003 is a minor conflict cell row, MCCR(𝑟𝑖𝑗𝑔 ) ≡ |P(𝑟𝑖𝑗𝑔 )| = 2, containing 2 possible
conflict relationships. The consequences can be inspected by merging state row 𝑠00 with state row 𝑠31 , which is
prepared in cell rows 𝑟700 and 𝑟703 , and by merging state row 𝑠00 with state row 𝑠32 , which is prepared in cell
rows 𝑟710 and 𝑟713 . Cell row 𝑟720 expresses the fact that alternatively 𝑠01 or 𝑠02 can become required.

figure 2.10: Identify MCCR(𝑟003 ) for expansion in S1.

8 Chapter 2. Bit Counter



Satoku Matrix, Release 0.0

The expansion of minor conflict cell rows 𝑟003 , 𝑟012 , and 𝑟021 is shown in figure 2.11 at cells matrix rows 𝑐7, 𝑐8,
and 𝑐9. Cell 𝑐78 signifies, that cell matrix rows 𝑐7 and 𝑐8 can be reduced to a single cell matrix row with 5 state
rows.

figure 2.11: MCCR(𝑟003 ), MCCR(𝑟012 ), MCCR(𝑟021 ) expanded in S1

In figure 2.12 the relevant conflict subsequences of state rows 𝑠100 and 𝑠102 are identifed as equal, and therefore
state row 𝑠102 can be removed. Further, cells 𝑐100 , 𝑐107 and 𝑐108 signify that cell matrix rows 𝑐0, 𝑐7 and 𝑐8 are
absorbed and can be removed from S1.

figure 2.12: Identify conflict subsequences 𝑠100 , 𝑠102 and absorbed cell matrix rows 𝑐0, 𝑐7, 𝑐8 in S1

2.3. Processing 𝑆1 9
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figure 2.13: bit-counter-s1.n.v-002-merge-sub-red-01.svg

figure 2.14: bit-counter-s1.n.v-002-merge-sub-red-02.svg

figure 2.15: bit-counter-s1.n.v-002-merge-sub-red-03.svg

10 Chapter 2. Bit Counter
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2.4 Alternative Resolution of 𝑆0

figure 2.16: bit-counter-s0.n.v-010-mmcr-00.svg

figure 2.17: bit-counter-s0.n.v-010-mmcr-01.svg

2.4. Alternative Resolution of 𝑆0 11
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figure 2.18: bit-counter-s0.n.v-010-mmcr-02.svg

figure 2.19: bit-counter-s0.n.v-010-mmcr-03.svg

12 Chapter 2. Bit Counter
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figure 2.20: bit-counter-s0.n.v-010-mmcr-04.svg

figure 2.21: bit-counter-s0.n.v-010-mmcr-05.svg

2.4. Alternative Resolution of 𝑆0 13
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figure 2.22: bit-counter-s0.n.v-010-mmcr-06.svg

figure 2.23: bit-counter-s0.n.v-010-mmcr-07.svg

14 Chapter 2. Bit Counter
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figure 2.24: bit-counter-s0.n.v-010-mmcr-08.svg

figure 2.25: bit-counter-s0.n.v-010-mmcr-09.svg

2.4. Alternative Resolution of 𝑆0 15



ABBREVIATIONS

BCF see Blake Canonical Form

CNF see Conjunctive normal form

DNF see Disjunctive normal form

DPLL see DPLL algorithm
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GLOSSARY

Adjacency matrix As Wikipedia describes it[WPADJ]:

In graph theory and computer science, an adjacency matrix is a square matrix used to represent
a finite graph. The elements of the matrix indicate whether pairs of vertices are adjacent or not
in the graph.

In the special case of a finite simple graph, the adjacency matrix is a (0,1)-matrix with zeros
on its diagonal. If the graph is undirected (i.e. all of its edges are bidirectional), the adjacency
matrix is symmetric.

Blake Canonical Form As Wikipedia describes it[WPBCF]:

In Boolean logic, a formula for a Boolean function 𝑓 is in Blake canonical form (BCF), also
called the complete sum of prime implicants, the complete sum, or the disjunctive prime form,
when it is a disjunction of all the prime implicants of 𝑓 . [. . . ]

The Blake canonical form is a special case of disjunctive normal form.

The Blake canonical form is not necessarily minimal, however all the terms of a minimal sum
are contained in the Blake canonical form. [. . . ]

Selecting a minimal sum from a Blake canonical form amounts in general to solving the set cover
problem, so is NP-hard.

Conjunctive normal form As Wikipedia describes it[WPCNF]:

In Boolean algebra, a formula is in conjunctive normal form (CNF) or clausal normal form if it
is a conjunction of one or more clauses, where a clause is a disjunction of literals; otherwise put,
it is a product of sums or an AND of ORs.

A logical formula is considered to be in CNF if it is a conjunction of one or more disjunctions
of one or more literals. As in disjunctive normal form (DNF), the only propositional operators
in CNF are or (∨), and (∧), and not (¬). The not operator can only be used as part of a literal,
which means that it can only precede a propositional variable.

Disjunctive normal form As Wikipedia describes it[WPDNF]:

In boolean logic, a disjunctive normal form (DNF) is a canonical normal form of a logical for-
mula consisting of a disjunction of conjunctions; it can also be described as an OR of ANDs, a
sum of products. [. . . ]

A logical formula is considered to be in DNF if it is a disjunction of one or more conjunctions
of one or more literals. A DNF formula is in full disjunctive normal form if each of its variables
appears exactly once in every conjunction and each conjunction appears at most once (up to the
order of variables). As in conjunctive normal form (CNF), the only propositional operators in
DNF are and (∧), or (∨), and not (¬). The not operator can only be used as part of a literal, which
means that it can only precede a propositional variable.

DPLL algorithm This algorithm ist utterly irrelevant to the satoku matrix.

As Wikipedia describes it[WPDPLL]:
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In logic and computer science, the Davis–Putnam–Logemann–Loveland (DPLL) algorithm is
a complete, backtracking-based search algorithm for deciding the satisfiability of propositional
logic formulae in conjunctive normal form, i.e. for solving the CNF-SAT problem.

In logic and computer science, the Davis–Putnam–Logemann–Loveland (DPLL) algorithm is
a complete, backtracking-based search algorithm for deciding the satisfiability of propositional
logic formulae in conjunctive normal form, i.e. for solving the CNF-SAT problem.

The basic backtracking algorithm runs by choosing a literal, assigning a truth value to it, sim-
plifying the formula and then recursively checking if the simplified formula is satisfiable; if this
is the case, the original formula is satisfiable; otherwise, the same recursive check is done as-
suming the opposite truth value. This is known as the splitting rule, as it splits the problem into
two simpler sub-problems. The simplification step essentially removes all clauses that become
true under the assignment from the formula, and all literals that become false from the remaining
clauses.

The DPLL algorithm enhances over the backtracking algorithm by the eager use of the following
rules at each step:

Unit propagation

If a clause is a unit clause, i.e. it contains only a single unassigned literal, this clause can only be
satisfied by assigning the necessary value to make this literal true. Thus, no choice is necessary.
Unit propagation consists in removing every clause containing a unit clause’s literal and in dis-
carding the complement of a unit clause’s literal from every clause containing that complement.
In practice, this often leads to deterministic cascades of units, thus avoiding a large part of the
naive search space.

Pure literal elimination

If a propositional variable occurs with only one polarity in the formula, it is called pure. A pure
literal can always be assigned in a way that makes all clauses containing it true. Thus, when it is
assigned in such a way, these clauses do not constrain the search anymore, and can be deleted.

Unsatisfiability of a given partial assignment is detected if one clause becomes empty, i.e. if all its
variables have been assigned in a way that makes the corresponding literals false. Satisfiability
of the formula is detected either when all variables are assigned without generating the empty
clause, or, in modern implementations, if all clauses are satisfied. Unsatisfiability of the complete
formula can only be detected after exhaustive search.

Implicant As Wikipedia describes it[WPIMP]:

In Boolean logic, the term implicant has either a generic or a particular meaning. In the generic
use, it refers to the hypothesis of an implication (implicant). In the particular use, a product term
(i.e., a conjunction of literals) 𝑃 is an implicant of a Boolean function 𝐹 , denoted 𝑃 ≤ 𝐹 , if 𝑃
implies 𝐹 (i.e., whenever 𝑃 takes the value 1 so does 𝐹 ).

Implicate An implicate is a sum term (i.e., a disjunction of literals) 𝑃 which implies falsehood of a Boolean
function 𝐹 . I.e., whenever 𝑃 takes the value 0 so does 𝐹 .
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ber of prime implicants of any n-variable k-CNF formula. This resolves an open problem from the
Ph.D. thesis of Talebanfard, who proved such a bound for the special case of constant-read k-CNF
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